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The unexpected discovery of ordered magnetism in two-dimensional van der Waals materials at the
monolayer limit [B. Huang et al. Nature 546, 270 (2017)] challenges the Mermin-Wagner theorem
[N. D. Mermin and H. Wagner Phys. Rev. Lett. 17, 133 (1966)], which forbids spontaneous break-
ing of continuous symmetries in two dimensions at finite temperatures. The persistence of static
magnetism in low-dimensions is fundamentally influenced by magnetic anisotropy which is tied to
the local single-ion crystalline electric field. Crucially, spin-orbit coupling connects the structural
properties with spin degrees of freedom. We investigate the magnetic single-ion properties in the
two-dimensional van der Waals magnet VI3. Utilizing neutron and x-ray diffraction, we map out
the symmetry breaking phase transitions in VI3 and argue for the presence of a single structural
transition at Ts ~ 80 K, driven by an orbital degeneracy, followed by a ferromagnetic transition at a
lower temperature, T¢ ~ 50 K. Through a comparative analysis of samples prepared under varying
conditions, we suggest that lower temperature transitions reported near ~ 30 K are not intrinsic to
VI;. A group theoretical analysis suggests a structural transition from rhombohedral R3 to triclinic
P1 or P1. This transition is significant as it suggests the formation of two distinct crystallography-
ically inequivalent V3% sites on the honeycomb lattice, each with distinct spin-orbital properties.
Neutron spectroscopy provides evidence for dominant magnetic exchange coupling only between
symmetry-equivalent sites in the triclinc unit cell. We suggest this breaks up the low-temperature
two-dimensional honeycomb VI3 lattice into two interpenetrating approximately hexagonal planes
resulting in a fragmentated honeycomb. Our findings highlight the critical role of magnetoelas-
tic coupling in determining the magnetic and structural phases in two-dimensional van der Waals

magnets.

I. INTRODUCTION

Magnetism in two dimensions [1] is marginal with it be-
ing forbidden in isotropic ferromagnets [2-4], and only vi-
able in the presence of local single-ion anisotropy. Indeed,
even truly two dimensional structures are borderline with
x-ray diffraction experiments in two dimensional liquid
crystals [5] providing an illustration of algebraic decay of
density correlations. Anisotropy is central to ordering in
magnets with reduced dimensions and even in providing
a barrier to disorder as illustrated by experimental [6, 7]
and theoretical [8] studies on random fields in model mag-
nets. The spin-orbit interaction plays a central role in
determining local magnetic anisotropy [9], hence in this
work we investigate the structural and orbital physics in
a two dimensional magnet which is expected to host an
orbital degeneracy and therefore spin-orbit coupling. We
discuss the structural and magnetic phase transitions in
the context of single-ion physics in two-dimensional VIs.

VI3 [10, 11] is a two dimensional van der Waals mag-
net which is based on a planar honeycomb lattice with
threefold coordination of V3% ions within the a — b plane
as illustrated in Fig. 1 (a) and (b). The local octahe-
dral environment results in the 2-d electrons occupying
the low-energy |to,) orbital manifold. Applying Hunds
rules, this results in a net spin S = 1 and an orbital de-
generacy with an effective orbital angular momentum of

legr = 1. At high temperatures, the V3T jons are stacked
in an ideal ABC' arrangement along ¢, in a structure with
space group R3. Given the orbital degeneracy and fol-
lowing the Jahn-Teller theorem [12] for orbital degener-
ate systems, a structural transition occurs at Ts ~ 80 K.
A lower temperature transition to ferromagnetic order is
reported at Te ~ 50 K. [11, 13]

The effect of spin-orbital properties on the quantum
magnetism of the V3¥ sites is illustrated in Fig. 1 (c) with
spin-orbit coupling characterized by the parameter a\.
The local octahedral crystalline electric field environment
combined with a Hund’s rule imposed |S = 1,lc5y = 1)
ground state results in three spin-orbit split magnetic
states defined by differing total j.;y angular momentum
imposed by the addition theorem of angular momentum
and a ground state with jegr=2. Structural distortions
(characterized by the parameter I" and discussed in the
main text) of this local environment subtly change the
ground state splitting into a series of non- Kramers dou-
blets with the twofold degeneracy only broken by a time
reversal symmetry breaking Zeeman field imposed by low
temperature magnetic order described by the molecular
field hpsr in Fig. 1 (¢). These single-ion states provide
the groundwork for our “excitonic” theory of the mag-
netism in VI3 discussed in this paper and previously [14]
that we use to describe neutron spectroscopy data.

There have been a number of varied reports discussing
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FIG. 1. The (a), crystal structure of VI3 in the a — b plane together with the (), unit cell of VI3 emphasizing the stacking of
the honeycomb sheets. A plot of the (c) single-ion splitting due to spin-orbit coupling, tetragonal distortion and the molecular
field is also presented. The lowest energy dipole allowed transitions are indicated by the arrow.

the series of structural and magnetic symmetry breaking
transitions in VI3 [15] which exist to monolayer limit [16].
While nearly all studies report a high temperature struc-
tural transition at Tg ~ 80 K and a lower temperature
ferromagnetic transition at T¢ ~ 50 K [17], there has
not been consensus on the low temperature structural
symmetry. Several lower temperature space groups have
been reported and additional structural transitions at T
~ 30 K have been measured. [18, 19]

Applying symmetry constraints imposed by group the-
ory, we argue for the presence of a single structural tran-
sition at Tg ~ 80 K followed by a lower temperature
magnetic transition at T¢ ~ 50 K. This results in two
distinct magnetic sites with differing spin-orbital ground
states, which we probe with spectroscopy. We speculate
and propose that a lower temperature transition may oc-
cur that depends on the stacking of the two-dimensional
VI3 layers. To understand the impact of the magne-
tostructural transitions on V3% single-ion properties, we
perform x-ray diffraction on a series of samples and re-
examine existing neutron spectroscopy data. This paper
is divided into five parts including this introduction. We
discuss the experiments used for both probing the struc-
tural and magnetic transitions along with a description of
our materials preparation. We then discuss powder x-ray
diffraction taken on crushed single crystals and three dif-
ferent powders made under differing heating conditions.
We then discuss the consequences of the phase transi-
tion on the magnetism by revisiting neutron spectroscopy
data. We finish the paper with conclusions and discus-
sion.

II. EXPERIMENT

Single crystals of VI3 were made using the vapor trans-
port technique. [20] Sealed quartz ampoules with outer

diameter 18 mm and inner diameter of 16 mm were
loaded with 3 g of vanadium and iodine in stoichiometric
quantities. Approximately 5% excess of iodine, by mass,
was included to act as a transport agent. The vanadium
powder was initially pumped to less than 10~® Torr us-
ing a turbo pump to ensure dryness before the iodine was
loaded. Todine pellets were then added and the combined
reagents were chilled (to avoid iodine sublimation) and
pumped to 5 x 10~2 Torr using an oil based mechani-
cal pump to avoid potential damage to the blades of the
turbo pump from iodine vapor. The tubes were sealed
to be a length of 15 ¢m and put into a 3-zone furnace
such that one end was at 400°C and the other end was
at 350°C. A chiller was used to further cool one end of the
furnace to increase the temperature gradient. The tem-
perature gradient was initially inverted for 12 hours to
clean one end of the ampoules. 12 ampoules were loaded
for each crystal growth run that lasted ~ 10 days. The
quartz ampoules were then removed at high temperature
with one end immediately cooled using compressed air
and water on removal from the three-zone furnace. A va-
riety of crystal sizes resulted in dimensions up to a max-
imum of 5 mm X 5 mm, with a width of less than 1 mm.
Some of these crystals were lightly ground in a nitrogen
filled dry box (with humidity less than 2 %) for powder
x-ray diffraction which we discuss below. We note that
extensive grinding of the single crystals resulted in a com-
plete loss of measurable Bragg peaks illustrating total
destruction of the sample. We discuss the structural and
magnetic transitions in these single crystals below apply-
ing neutron diffraction and review previously published
spectroscopy data. All VI3 samples were found to be
very air-sensitive [21] degrading completely after approx-
imately 1 hour exposure to air. For neutron spectrosopy
measurements, the use of Fomblin oil was found to sig-
nificantly reduce this degradation so that coated samples
did not observably degrade on the timescale of several



weeks to one month, particularly when stored with wa-
ter absorbing desiccant.

Powder samples of VI3 were made by sealing vana-
dium and iodine in a quartz ampoule with excess iodine.
To remove iodine contamination, after high temperature
treatment, from the samples, we used a sublimation tech-
nique, sealing the samples in a sublimation device under
nitrogen atmosphere in a dry box (less than 2% humidity)
and cooling the cold head with ice while heating the base
to ~ 50°C to remove iodine. Three different powder sam-
ples were made using a box furnace, with increased tem-
perature homogeneity preventing single crystal growth in
an attempt to minimize preferred orientation of resulting
samples. The first sample (labelled Sample A for the pur-
poses of this paper) was made by heating stoichiometric
amounts of vanadium and iodine in a box furnace at 400
°C for 3 days followed by quenching. A second sample
(Sample B) was made at 500 °C and gradually cooled to
room temperature over a period of ~ 12 hours. A third
sample (Sample C) was made at 400 °C and gradually
cooled to room temperature. We discuss the structural
phase transitions of these three different samples.

We further studied the structural and magnetic tran-
sitions in our single crystals using neutron diffraction
carried out on the SPINS cold triple-axis spectrome-
ter and the MACS cold triple-axis spectrometer (NIST,
USA). [22] In all experiments on single crystals the sam-
ples were mounted such that Bragg reflections of the
form (HHL) lay within the horizontal scattering plane.
On SPINS, a vertically focused PG(002) monochromator
was used to select an incident energy of E;=5.0 meV.
A PG(002) analyzer was used to fix the final energy
to the elastic scattering condition with E;=5.0 meV.
Cooled Beryllium filters were placed both in the incident
and scattering beams to reduce higher order contami-
nation. The horizontal beam collimation sequence was
set to guide-80’-Sample-80’-open. Further high-intensity
diffraction allowing separation of the magnetic transi-
tions was performed on MACS with a double focused
PG(002) monochromator used to select an incident en-
ergy and focus the neutron beam onto the sample. 20
PG(002) double bounce analyzers were then used to se-
lect a final energy of E;y=3.5 meV. Cooled Beryllium fil-
ters were used on the scattered side of the sample to re-
move higher order contamination from the sample. In
this paper we compare calculations against published
neutron spectroscopy results [14] taken on the MACS
triple-axis spectrometer (NIST, USA) and the MAPS
chopper spectrometer (ISIS, UK) to understand the im-
plications of the structural transition on the single-ion
magnetism.

X-ray powder diffraction was performed using a Rigaku
Smartlab equiped with a Cu source and a wavelength of
X\ =1.54 A fixed by a Johansson monochromator. Mea-
surements were done in reflection Bragg-Bretano geom-
etry utilizing parabolic Cross Beam Optics (CBO). [23]
Samples were loaded on a plate in a dry box and then
quickly moved into the vacuum environment of a PheniX

Single crystal: Q:(l,l,O)

370

409%0004 . a) MACS
—~ ' "' 0.
Z 30| e, E;=3.5 meV i
S %
s L3
E 350 ® TS ]
f;: ° TC 0.
5 ) ‘o‘é“’. ®
=M $00a00%e®’ %0, ]
- i Y
"0¢.
330 . i ) ) ®

67

b) SPINS 1
Ef=5.0 meV 1

150

100

0 20 40 60 80 100 120
T (K)

FIG. 2. The temperature dependence of the the Q:(l,l,())
Bragg peak taken on (a) MACS and (b) SPINS with scans
in A3. The ferromagnetic transition T. and the structural
transition are denoted by dashed lines.

displex (for access to temperatures as low as 15 K), be-
ing exposed to air for less than several minutes. Further
high resolution x-ray diffraction measurements were per-
formed at the European Synchrotron Radiation Facility
(ESRF) on the instrument ID22 using a wavelength of
A =0.40 A. Measurements on ID22 were performed in
transmission mode using a glass capillary loaded in an
Argon glovebox.

III. DIFFRACTION AND STRUCTURE

In this section we outline the crystal structure and
phase transitions in our VI3 samples. We evaluate four
different samples including single crystals grown by va-
por transport and the three powder samples made under
the different conditions discussed above.

A. Single crystal samples

We begin by examining the structural and magnetic
phase transitions in VI3 as observed in our single-crystal
samples applying neutron diffraction using triple-axis
spectrometers. Fig. 2 illustrates the temperature depen-
dence of the @ = (1, 1,0) Bragg peak, with peak intensity
as a function of temperature shown in Fig. 2 (a) (using
MACS) and A3 scans (using SPINS) through the Bragg
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FIG. 3. Structural transition in crushed VI3 single crystals. (a — b) Temperature evolution of the (3,0,0) Bragg peak showing
the R3 to P1 transition at ~ 80 K (Smartlab) and ~ 70 K (ESRF). (¢ — e) Representative diffraction patterns showing: (c)
high-temperature R3 phase, (d) intermediate P1 phase, and (e) fully split low-temperature P1 pattern. The ~ 50 K anomaly

corresponds to magnetostriction at Tc.

peak displayed in Fig. 2 (b). The temperature depen-
dent intensity shown in Fig. 2 (a) displays anomalies
at ~ 80 K and again at ~ 50 K. These two tempera-
tures are consistent with the reported high temperature
structural Tg and the lower temperature ferromagnetic
T, transition. [11, 13, 15, 17, 24]

To further investigate the temperature dependent
properties of the structure in our single crystal samples,
we apply powder diffraction on crushed single crystals in
Fig. 3. Fig. 3 (a) illustrates a false color map of the split-
ting of the @ = (3,0,0) Bragg peak indexed in the high
temperature R3 space group. The data was taken in re-
flection Bragg-Bretano geometry using a PheniX displex
on a Rigaku Smartlab (A=1.54 A). The reflection ge-
ometry on lightly ground single crystal data illustrates a
splitting of the Bragg peak at T's ~ 80 K with illustrative
20 scans displayed in Fig. 3 (¢ —e). We discuss the low-

temperature space group below based on Le Bail fits to
the unit cell shape. A further experiment was performed
on ID22 (ESRF) on a capillary filled with crushed single
crystals loaded in an argon filled glovebox and 26 scans
through the same Q = (3,0,0) Bragg peak are shown
in Fig. 3 (b). Similar to the Smartlab measurement,
this measurement also shows a structural transition, but
a reduced temperature of ~ 70 K. Given concerns due
to thermal conductivity of the glass capillary and syn-
chrotron beam heating, we consider the correct struc-
tural transition to be given by the Smartlab data with the
PheniX displex in reflection geometry. We tested for the
possibility of mismatched temperatures on the PheniX
displex and actual sample temperature through measure-
ments of CoCly finding a transition temperature consis-
tent with the reported ~ 25 K transition. [25] We there-
fore conclude that the Smartlab PheniX system provides
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Structural characterization of VI3 powder samples. (a — b) Le Bail refinements confirming R3 to P1 transition.

(c — h) Sample-dependent behavior: Sample A (400°C quench): ~ 80 K transition to P1. Sample B (500°C slow-cool): ~ 30 K
transition with weak splitting. Sample C (400°C slow-cool): Coexistence of both transitions (~ 80 K main + ~ 30 K secondary
splitting). The variable transition temperatures suggest stacking-dependent polymorphism.

the more accurate transition temperature with Tg ~ 80
K.

Both Figs. 3 (a — b) display a single structural tran-
sition which we assign to Tg ~ 80 K with no observable
structural transition seen near ~ 30 K. Both the Smart-
lab and ESRF data show a subtle change in the low tem-
perature lattice constants near ~ 50 K, coinciding with
the ferromagnetic transition found on the same single
crystal samples in Fig. 2 (a) measured with neutrons.
The change in 26 position below ferromagnetic T¢ cor-
responds to a lattice constant change of order % ~ 1073,
This is indicative of sizeable magnetostriction at the fer-
romagnetic transition especially when compared to con-
ventional ferromagnets such as Ni [26] and Fe [27] which
have magnetostriction coefficients of A ~ 107°. Such a
structural change at T, was previously also reported in
the context of refinements to a monoclinic unit cell re-
porting a sizeable change in the value of 5 at the magnetic
Curie temperature. [28]

We discuss this further below in the context of spin-
orbit coupling and the magnetic excitations. We there-
fore conclude that our single crystals display a single
structural transition at Tg ~ 80 K and a ferromagnetic
transition at T¢ ~ 50 K. While our diffraction data,
based on Le Bail fits to the unit cell and supported by
group theoretical analysis, do not yield information on
the atomic positions of the two sites, we show below that
spectroscopic measurements provide strong evidence for

two distinct V37 sites in VIs.

B. Powder samples

We now discuss x-ray diffraction results for our 3 dif-
ferent powder samples synthesized as discussed above in
the experimental section above. Given issues regarding
preferred orientation, we present the results based on Le
Bail fits [29] performed using GSAS-II [30] to the powder
data where the peak positions (26) are fit to refine a unit
cell shape. The comparative results for the three different
powder samples is displayed in Fig. 4. We first present
diffraction data and then discuss these in the context of
the literature, lastly speculating as to the origin of the
differences.

Our structural analysis reveals three distinct behav-
ioral responses in the three synthesized VI3 powder sam-
ples. Sample A (400°C quenched) exhibits identical be-
havior to the results presented above for single crystals,
displaying only a ~ 80 K structural transition evidenced
by splitting of the §=(3,0,0) Bragg peak. Le Bail fits to
the powder data shown in Fig. 4 (a — b) suggest a tran-
sition from a high temperature R3 space group to a low
temperature space group with lower symmetry. We have
fit this to a triclinic unit cell of symmetry P1. While it is
always possible to fit a unit cell to a triclinic space group,
we discuss the motivation for this below in the context of



group theory. The splitting is illustrated in Fig. 4 (¢, d)
and akin to the data above, no measurable difference in
the data was observed between 15 K and 50 K in the peak
splitting indicative that any further structural transition
is not observable.
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features in Sample B. (b) Two characteristic peaks at (1 0 1)
and (1 0 -2) unique to Sample B, suggesting possible stacking
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Sample B.

Sample B (500°C slow-cooled) demonstrates funda-
mentally different characteristics (Fig. 4 e— f and Fig. 5).
This sample shows only partial peak splitting at ~ 30 K,

accompanied by high temperature additional reflections
over other samples that we index based on the R3 high
temperature space group to (1 0 1), (1 0 -2), and (0 0
12). Notably, this sample does not display a ~ 80 K
structural transition observed in the samples discussed
above and this partial splitting was found to be onset at
a lower temperature of ~ 30 K.

Sample C (400°C slow-cooled) presents hybrid behav-
ior (Fig. 4 ¢ — h and Fig. 6), exhibiting both the char-
acteristic ~ 80 K transition and additional ~ 30 K peak
broadening suggestive of a further peak splitting indica-
tive of a second lower temperature structural transition.
In Fig. 6 (a), we observe clear peak splitting develop-
ing at two distinct temperatures. The subsequent pan-
els reveal the detailed evolution: Fig. 6 (b) shows the
high-temperature R3 phase with single peaks, Fig. 6 (c)
demonstrates the primary splitting into two peaks with a
scan at 59 K of the 62(3,0,0) Bragg peak, and Fig. 6(d)
reveals the secondary splitting where the first lower 26
peak from Fig. 6 (¢) further divides into two compo-
nents below 30 K. This contrasts sharply with the be-
havior seen in Fig. 3 for crushed single crystals, where
only a single observable splitting occurs at ~80 K. The
distinct behavior of Sample C likely originates from the
specific synthesis conditions (400°C with slow cooling),
which may promote partial transformation of VI3 sites
while preserving the overall framework.

Contrary to earlier reports [13, 18, 28] suggesting mon-
oclinic intermediate phases or multiple transitions near
~30 K, our high-resolution x-ray data reveal no evidence
of an additional monoclinic C2/m symmetry at any tem-
perature. We therefore suggest that the structural dis-
tortion in pure VI3 occurs exclusively at ~80 K without
subsequent symmetry changes. We now discuss this point
further in the context of group theory below.

C. Symmetry and Group Theory

Space Group Symmetry Operations

R3 (,9,2)
(—y,JI - y,Z)
(—JZ +vy,—z, Z)
(—IL', -, _Z)
(y,—z+y,—2)
(I -y, _Z)
PI (2,9, 2)
(7xa -y, 72)
P1 (2,9, 2)

TABLE 1. Symmetry Operations in Fractional Coordinates
(2,9,2)

Using group-theoretical symmetry analysis, we sys-
tematically examined (using the Bilbao crystallographic
server [31, 32] programs MAXSUB and SUBGROUPGRAPH (33,
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at ~80 K and ~30 K. (b) High-temperature phase with single Lorentzian peaks. (c) Intermediate phase showing primary
splitting. (d) Low-temperature phase with additional peak splitting. The complex evolution suggests competing structural
motifs emerging from the specific 400°C slow-cool synthesis conditions.

34]) the possible phase transitions from the R3 structure
based on group-subgroup relations [35]. With a struc-
tural symmetry breaking, it is conventionally expected
that the transition will remove a symmetry element and
therefore the lower temperature will have fewer symme-
try elements in its group, forming a subgroup of the par-
ent high temperature space group. The maximal sub-
groups of the R3 space group include the triclinic P1 and
space groups with threefold symmetry indexed to either
a primitive or rhombohedral unit cell. There is no mon-
oclinic subgroup or supergroup. The symmetry elements
of the B3, P1, and the P1 space groups are tabulated in
Table 1.

Our analysis finds a splitting of the Bragg peaks and a
breaking of the threefold symmetry indicated by a split-
ting of the Q:(S,0,0) Bragg peak discussed above result-
ing in a complex pattern that fits to a transition to P1
(or P1). This indicates clear evidence of a symmetry low-
ering to the triclinic P1 phase around ~ 80 K. We note
that a similar transition has been reported in VBrs. [36]
In contrast, transitions to a rhombohedral phase can be

ruled out due to the complexity of the powder diffraction
pattern. Contrary to earlier reports [13, 18, 28] suggest-
ing a monoclinic intermediate phase or a second tran-
sition near ~ 30 K, we find no such features and such
transitions are furthermore not supported by group the-
ory. Furthermore, with a transition to a triclinic unit cell,
there are no further sub groups (other than the transition
for P1 — P1 which only removes the inversion element
(—z,—y,—z)) and therefore we would not expect to see
peak splitting in the powder pattern as displayed in Fig.
6.

As indicated above, a transition from R3 to P1 would
require the breaking of all rotational symmetry elements
of the R3 space group. This would introduce the possibil-
ity of this transition being first-order. We note that while
our data is largely consistent with a continuous transi-
tion (second-order), there is evidence near the structural
transition in our data and also those reported in Ref. 18
of coexistence which would support it being first-order.
The existence of a first-order transition would support
our group theoretical analysis.

The ~ 30 K structural transition features in Samples



B and C likely originate from competing structural mo-
tifs rather than true phase transitions. We speculate on
the origin and attribute to several possible mechanisms.
First, we propose that Moiré stacking of the layers in VI3
maybe the origin of the ~ 30 K transition. This is based
on the observation of additional (H, K, L) peaks in the
diffraction pattern (Fig. 5) which index off large values
of L indicative of more ordered stacking than present in
samples studied which lacked this transition. This may
result in a stacking sequence that reflects more the AAA
stacking sequences found in VI3 [37] which has been re-
ported to have a magnetic transition at ~20-30 K apply-
ing neutron diffraction. VI3 in this regard differs because
of the the ABC stacking arrangement. It is noteworthy
that related compounds (Cr,Br)I; [38, 39] undergo mag-
netic transitions in a similar temperature range. Multiple
structural polymorphs, with only subtle static structural
features to distinguish, have been suggested in these ma-
terials based on differing stacking sequences. [40]

A second possibility for the ~ 30 K transition is
temperature-dependent competition between V-V and I-
I interactions that could drive local site transformations
from VIs-like to VIs-like coordination. We note that VIy
and its related transition metal ion counterparts differ
from VI3 not only in terms of the stacking of the Van
der Waals layers, but in the approximately hexagonal in-
plane structure rather than the honeycomb in VI3. We
discuss this below in the context of the magnetic dy-
namics. Finally and a possible third, strain fields from
coexisting stacking types may induce peak broadening
without symmetry change. Such a situation occurs in
disordered relaxor ferroelectrics such as PZN-PT [41-43]
where the internal strain results in Bragg peak broaden-
ing rather than a resolvable splitting of the Bragg peaks.

These interpretations suggest that no true symmetry
change occurs below ~80 K - the additional splittings
represent structural modulations within the established
P1 framework. We speculate that the resulting Moiré
patterns from competing stackings [44] may enable novel
low temperature states in this van der Waals magnet,
while the robust ~80 K transition provides a unified
framework for understanding VI3’s fundamental physics.
In this context it is interesting to note that temperature
dependent specific heat measurements [18] do not dis-
play strong anomalies at ~ 30 K in comparison to those
measured at the ~ 50 K and ~ 80 K ferromagnetic and
structural transitions.

IV. MAGNETIC DYNAMICS

We now discuss the connection between structural and
magnetic properties and first argue that spin-orbit cou-
pling is an important and relevant energy scale in VIg
and use this to model the low-energy magnetic dynam-
ics probed with neutron scattering. Above, applying x-
ray diffraction we investigated the temperature depen-
dent structural properties of VI3 and advocated for the

presence of a single structural transition at Tg ~ 80 K
followed by a lower temperature ferromagnetic transi-
tion at ~ 50 K. X-ray diffraction also finds a measurable
change in the lattice constant (reflected by the 26 posi-
tion of the @:(3,0,0) Bragg peak) at the ferromagnetic
transition that is considerably larger than typical ferro-
magnets such as Ni or Fe. This is strongly suggestive of
a coupling between the lattice and the magnetic spins. A
direct pathway for coupling the lattice and spin degrees
of freedom is provided by the spin-orbit interaction, rep-
resented as ~ [ - §. The relevance of spin-orbit coupling
is further underscored by a high-temperature structural
transition, which is anticipated based on the Jahn Teller
theorem in the presence of orbital degeneracy such as
that expected for V3% ions in an ideal octahedral crystal
field environment [12].

We suggest that the presence of a spontaneous symme-
try breaking structural transition, discussed above in the
introduction, is a result of an orbital degree of freedom in
VI3 and consequently the spin-orbit interaction being a
relevant term in the magnetic Hamiltonian. V3% ions in
VI3 reside in an octahedral crystalline electric field which
breaks the fivefold 3d orbital degeneracy. In terms of the
strong crystal field basis, such a Coulomb field results
in lower energy triply degenerate |t,) states and a higher
energy doubly degenerate |eg) levels. Populating the low-
energy |ty) levels with 2-d electrons results in an orbital
degeneracy that exactly maps onto an lofp = 1. [45-51]

Beyond localized crystal field single-ion arguments for
the presence of an orbital degree of freedom and our
diffraction results discussed above, there are a number
of other results that support the importance of orbital
filling in the structural and electronic properties of VIj.
X-ray dichorism illustrates the presence of an orbital con-
tribution to the statically ordered magnetic moment [52]
and x-ray spectroscopy supports the presence of an un-
quenched orbital degree of freedom. [53, 54] Strain tune-
ability of the magnetic anisotropy [55] further supports
a link between magnetism and structure that spin-orbit
coupling facilitates [9]. Density functional calculations,
which accurately reproduce the measured magnetic mo-
ment, find orbital contributions to the magnetism [56, 57]
and an unquenched orbital moment [58]. This has also
been suggested based on Hall measurements [59] and ter-
ahertz [60] measurements. In our analysis below of the
magnetic excitations we evaluate the role of an orbital de-
gree of freedom has on the magnetic excitations and also
its link with the structure and our findings of a triclinic
distortion above.

We first review the published neutron spectroscopy
data and connect it with diffraction applying a multi-
level response (or termed excitonic) model below. There
have been two experimental publications [14, 61] of neu-
tron spectroscopy in VI3 reporting consistent results.
The low-energy magnetic excitations in the ferromagnetic
ground state is presented in Fig. 7, previously published
in Ref. 14 utilizing the MACS neutron spectrometer at
NIST. Fig. 7 (a) illustrates the magnetic excitations at
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FIG. 7. Ferromagnetic excitations measured on MACS and
reported in Ref. 14 in the (a) magnetically ordered state at
T=2 K and in the (b) paramagnetic phase at 65 K.

T=2 K, well below the transition to ferromagnetic order
at T¢ ~ 50 K. The spectrum displays a strong energeti-
cally gapped mode at ~ 4 meV and a much weaker second
mode at ~ 7 meV. Both modes disperse upwards in en-
ergy for momentum transfers away from the zone center.
This was further reported in Ref. 61. At temperatures in
the paramagnetic phase above T¢, Fig. 7 (b) illustrates
excitations that are energetically gapless on the scale of
the resolution of MACS.

A. Total Magnetic Hamiltonian

To model the neutron response function we consider
the total magnetic Hamiltonian taken to be

H=Hcr + ZJ(Z])S(Z) -S(5),

where Hcr encompasses all of the single-ion crystal field
contributions and J (i) denotes the Heisenberg exchange
constant between spatially separated V37 sites i and j.
Expressing the Hamiltonian in the interaction represen-
tation yields

H:H1+H23

with H; and Hy describing the single-ion and inter-ion
interactions respectively. In this formalism, at the mean-
field level, the single-ion term takes the form

Hi=Y Her(i)+) S.(0) | 2D T(@)(S.) |
i i j
while the inter-ion term will be

Hp = ZJ(ij)[(Sz(i)—<Sz>)(Sz(j)—<Sz>)+5+(i)5—(j)],

where (S,) denotes a thermal averaged statically ordered
spin. The above decomposition allows for the definition
of a time reversal symmetry breaking molecular field

Har(i) = Z S.(i)har,

with

hyvr = ZZJ(ij)<SZ>,

representing a molecular Zeeman field parameter con-
tributing to single-ion anisotropy in the ferromagnetic
phase.

B. Single-Ion Hamiltonian

Similar to previous work on VI3 [14], the single-ion
Hamiltonian is decomposed as

H, =Hcer +Hso +Hprs +Hur,

Hcer

where Hogp represents the contribution from the crys-
tal electric field, Hso from spin-orbit coupling and Hprg
from lattice distortion away from a perfect octahedral en-
vironment. H;r was discussed above and is the molec-
ular field contribution resulting from static magnetic or-
der. We now discuss each one of the contributions to
Her which are schematically illustrated in Fig. 1 (c).

1. The Crystalline Electric Field

In VI3, the V3t ions with L = 3 and S = 1 are octa-
hedrally coordinated with six I~ ions, forming a 3F or-
bital ground state. We proceed to treat the ground state
manifold as a triplet with effective angular momentum
Il = 1, with a projection factor from the L = 3 mani-
fold, o = —3/2 [62]. The next excited state above the
orbital ground state is at ~ 1.8 eV [63, 64], the large mag-
nitude of the splitting ensures that mixing between the
two orbital states brought upon by other contributions
to the single-ion Hamiltonian will be negligible. Thus,
we proceed by taking further terms in the Hamiltonian
as perturbations on this |l = 1,5 = 1) ground state.



2. Spin-Orbit Coupling

The second key contribution to the single-ion Hamilto-
nian is spin-orbit coupling, which in terms of a projected
angular momentum has a |l = 1,5 = 1) basis, and takes
the form

Hso = al - 5,

where X is the spin-orbit coupling constant and a =
—% [51] is the projection factor resulting from the projec-
tion onto a l.r¢ = 1 orbital state. The mixing between
spin and orbital degrees of freedom splits the ground state
into effective angular momentum values jerr = 0, 1,2 (see
Fig. 1 ¢) as expected from the addition theorem of an-
gular momentum. For the following calculation of the
magnetic excitations, we have fixed the value from liter-
ature to A = 12.9 meV [50, 51]. While deviations from
this value might be expected from covalency effects [65],
we note that this value for A is close to the derived value
in MgV,0,4 [66] indicating that such effects are negligible
for our purposes here.

8. Structural Distortion

The vanadium sites in VI3 are expected to experience
a distortion of the crystal electric field from the ideal
octahedral coordination given the structural distortion at
~ 80 K. Because of the Dgsj, point group symmetry of the
V3T ions, only the BY crystal field parameter is allowed
in the distortion Hamiltonian [67]. Thus, it is possible to
construct Hprg in terms of Steven’s operators [68] as

Hors =505 =1 (-3 ).
where the parameter I' characterizes the strength of the
crystalline distortion away from an ideal octahedral en-
vironment. As shown in Fig. 1, this term breaks the
degeneracy of the spin-orbit levels which are further split
by the molecular field present in the magnetically ordered
phase.

V. PARAMETRIZATION USING A GREEN’S
FUNCTION FORMALISM

Having described the single-ion states and Hamilto-
nian, we now discuss the coupling of these spin-orbit
states on the VI3 lattice. To parametrize the observed
dispersive magnetic excitations we employ a Green’s
function calculation based on the random phase approx-
imation (RPA), following closely the notation of Buyers
et al. [69]. Since the imaginary component of the total
response function (G*? with «, 8 being Cartesian coordi-
nates) is proportional to the dynamical structure factor
in the low temperature (7" — 0) limit,
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FIG. 8. The magnetic dispersion relation with dominant near-
est neighbour exchange displaying both a (i) optical and (ii)
acoustic mode.

SOCB (qa w) X 7f2(Q)ImGaB (qa w)a

where w corresponds to the energy transfer and f(q) is
the magnetic form factor. The Green’s function gives the
observed neutron scattering spectrum. This approach
facilitates the multilevel nature of the spin-orbital mag-
netism in V3* and anisotropy of the crystalline electric
field. A comparison of this methodology with conven-
tional linear spin wave theory has discussed in Refs. 70
and 71. This RPA method yields the response function
through a Dyson equation of the matrix form

Gla.w) = g(w) + g(w)Z(@)C(a,w).

where J is a diagonal matrix proportional to the identity
with elements J(Q) defined as

T(Q) = 5 32 ) expl(—iQ(xi 1),

]

with N is the number of neighboring ions. The single ion
susceptibility g(w) is obtained by solving the inter-level
susceptibility for 7 (ij) = 0 to yield in the T — 0 limit

_ (n]S*]0){0]S”"|n)
w =+ 16 + (wy, — wo)

gaﬂ(w) _ Z <0|Sa|n><n‘5’8‘0>
— w+ 10 — (W, — wo)
where the additional parameter § moves the singularities
off the real axis. Heurtistically, this parameter acts as a
finite resolution for the model.
For VI3, the V37 ions reside, at least approximately, on
a honeycomb lattice which can be described as a hexag-
onal triangular lattice with a basis of two atoms per unit



cell. [72] The structural distortion discussed above allows
for the presence of two distinct V3t crystalline electric
field environments in the low temperature structure. In
our previous analysis discussed in Ref. 14 we considered
the superposition of two independent honeycomb lattices
with differing single-ion sites to parameterize the results
and nearest neighbor exchange within each domain. This
analysis relied on the upper mode being at higher ener-
gies and not observable in experiments where our current
analysis does not make any assumption and also aims to
be consistent with the current crystallographic data and
to treat the data within a common structural framework
and not invoking domains. In the high temperature R3
space group, the two V37T sites are related by symme-
try and therefore have the same single-ion and orbital
properties. At Ts however, this symmetry is broken and
the two sites are crystallographically distinct. Here we
consider a coupled two site model on a honeycomb lat-
tice, but with differing local single-ion environments with
unequal distortion parameters I'y and I’y resulting from
the triclinic distortion breaking the symmetry between
the two V3% sites on the honeycomb lattice. The idea
of two distinct orbital sites is further supported by first
principle calculations. [73] The differing local single-ion
physics for the two V37 sites results in two energetically
gapped magnetic excitations at the zone center presented
in Fig. 7 (a). Given the distinguishability of the two V3+
sites, dominant nearest neighbor interactions would pro-
duce both an acoustic and optical mode (see Fig. 8)
consistent with reports in other honeycomb lattices such
as Crls [74]. But, such a situation is not observed in the
neutron spectroscopy in VI3 [14, 61] displayed in Fig. 7
which we discuss below.

However, considering dominant next-nearest neighbor
exchange where only crystallographically identical V3+
sites are coupled with only very weak nearest neighbor
exchange, it is possible to reproduce the observed disper-
sion relations (see Fig. 9). The selective exchange be-
tween sites is best explained through the super-exchange
interaction, similar to what has been observed in some
oxides [76-78], where the maximal overlap between the p
and d orbitals of the anion and cation, respectively, are
found for the 180° in-plane V-I-I-V orientation observed
for next-next-nearest neighbor interactions. This is in
contrast to the minimal overlap observed for the ~ 90°
V-I-V arrangement for nearest neighbors (see Fig. 1 (a)).

Fixing the distortion parameters to I'y = —28 meV
and T's = —20 meV (see Figs. 9 a,b). The total set of
parameters obtained from the RPA model are presented
in Table II. The parameters show that the distortion
parameter dominating over the spin-orbit contribution
(Hprs > Hso) in the single-ion Hamiltonian. This is
consistent with a structural distortion occuring at higher
temperatures independent of magnetic ordering. We note
that a similar situation has been proposed for the mag-
netic and structural transitions in MgV20Oy4. [66] In the
case where (Hprs < Hso) we would expect magnetic
and structural phase transitions to occur at the same
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FIG. 9. RPA model calculations for the data in Ref. 14. The
theoretical dispersion relations for the data obtained on (a)
MAPS [75] and (b) MACS spectrometers computed using the
Green’s function approach.

temperature as observed in, for example, CoO [79]. The
large distortion terms here imply large anisotropy (re-
flected in the magnetic dynamics) and is consistent with
suggestion that VI3 is close to a three- to two-dimensional
critical point. [17]

The dominant next nearest exchange model which cou-
ples V37T sites with the same single-ion environments
(hence same distortion parameter I') reproduces the mag-
netic dispersion near the zone center. Of particular note
is the inclusion of a small J; results in an intensity mis-
match between the two modes which agrees with exper-
iment. We discuss this in connection to the diffraction
results below.

While Gu et al. [61] interpret the neutron spectra of
VI3 within a uniform honeycomb framework requiring a
multi-parameter Hamiltonian (J-K-T-T"-A, termed the
PRL model here), our analysis emphasizes the structural
distortion at Ty =~ 80 K that produces two crystallo-
graphically inequivalent V3* sites. In the PRL approach,
the complexity of the excitation spectrum is captured
by introducing several symmetry-allowed anisotropic ex-
changes, effectively treating the two observed branches as
arising from distinct orbital manifolds but within sepa-
rate fitted models. By contrast, our magnetoelastic frag-
mentation picture naturally accounts for the presence
of two modes through inequivalent local single-ion en-
vironments, each with its own spin-orbital ground state.
In this framework, the dominant physics is encoded in
the single-ion splitting and exchange between symmetry-
equivalent sites, reducing the need for multiple adjustable
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FIG. 10. (a) Coordination of the broken honeycomb lattice in VI3. The structural breaking breaks up the coordination on
the V37 sites from being threefold coordinated (like in a honeycomb) to sixfold (like in a triangular arrangement). (b) AAA
stacking schematic like in VIa. (¢) ABC stacking schematic present in VIz. We speculate that the combination of symmetry
breaking of the honeycomb lattice and changes in stacking may create a situation where VI3 behaves more like VI2 and displays

an additional ~ 30 K transition.

exchange parameters. Thus, the two descriptions differ in
emphasis: the PRL model distributes the complexity into
an exchange Hamiltonian on a uniform lattice, whereas
our model locates it in the orbital-driven fragmentation
of the honeycomb.

Green’s Function Model Parameters

Parameter Value

J1 -0.1£0.04 meV
T2 -2.54+0.2 meV
hvre 124+1.5 meV

A 12.9 meV [51]
o -3/2

I -284+1 meV

Ty -20+1 meV

TABLE II. Table displaying the parameters together with
their respective uncertainties obtained from the Green’s func-
tion model.

VI. DISCUSSION

We have argued for the presence of a single structural
transition in VI3 based on a comparison between powder
samples made under different conditions and single crys-
tal samples synthesized by vapor transport. Through Le
Bail fits to powder data combined with group theory, we

find this transition characterizes a change in the space
group from a rhombohedral (R3) unit cell to triclinic (ei-
ther P1 or P1). This structural transition is followed by
a lower temperature ferromagnetic transition which dis-
plays measurable magnetoelastic coupling. This taken
with the structural transition is used to argue that spin-
orbit coupling is a relevant term in the magnetic Hamil-
tonian and provided the foundation for our multilevel
Green’s response function analysis of the dynamics pre-
sented above.

At high temperatures in the R3 phase, the two V3% are
symmetry related with the same crystalline electric field
environment and single-ion Hamiltonian. Below Tg, this
symmetry is broken on entering the triclinic phase re-
sulting in two crystallographically distinct sites bringing
about a broken honeycomb lattice at low temperature.
This is further validated by our analysis of the magnetic
dynamics which provides evidence for two distinct V3+
sites. Notably, we observe that crystallographically dis-
tinct sites are magnetically coupled to the same single-
ion site which effectively fragments the honeycomb lat-
tice into two interpenetrating hexagonal lattices with a
nearly triangular motif. In terms of the V3% coordina-
tion, this alters the coordination from being threefold (in
the high temperature honeycomb phase) to being sixfold
(in the low temperature triclinic phase). This situation
is schematically illustrated in Fig. 10 (a) which provides
an illustration of the two distinct V3% sites present at
low temperatures and the dominant coupling found with



neutron spectroscopy.

While the two-site model is compelling based on our
structural data, group theoretical analysis, and spec-
troscopy, there remain points that warrant caution. Our
conjecture of two sites is supported by Le-Bail fits to the
unit cell shape combined with neutron spectroscopy, al-
though preferred orientation effects limited the reliability
of full Rietveld refinements of atomic positions. Neutron
spectroscopy on single-crystal samples that display only
one structural transition nevertheless provides strong ev-
idence for two distinct sites with differing single-ion prop-
erties. NMR data in Ref. 24 report two sites below ~36
K but only a single site above this temperature. While
this has been interpreted as evidence for a lower struc-
tural transition, we suggest that the higher-temperature
behavior is not consistent with structural studies and
may instead reflect evolving single-ion properties, as il-
lustrated in Fig. 1.

The breaking of the symmetry between the two V3+
ion sites resulting in distinct local single-ion environ-
ments results in two distinct orbital sites. As discussed in
Ref. 80 this has direct consequences on the macroscopic
properties with ferroelectricity being suggested. Given
our current powder data we are not able to distinguish
between P1 (ferroelectric without an inversion center)
and P1 (with an inversion symmetry as tabulated in Ta-
ble I and hence not ferroelectric). Future single crystal
experiments will be required to make this distinction.

We now use our analysis of the spin excitations com-
bined with our diffraction results to speculate as to the
origin of the T~ 30 K transition found in some of our
powder samples and reported in the literature. In our
samples, the materials that displayed the most promi-
nent evidence of this transition also had additional Bragg
peaks that could be indexed to large Miller index L val-
ues. This could indicate a different stacking or more or-
dered stacking arrangement than in our other samples.
It might also be consistent with the short-range order
reported in VI3. [81] Given that VI, [37] and related

13

compounds show magnetostructural transitions over the
same temperature, we propose that the combination of
the breaking up of the honeycomb into two effectively in-
terpenetrating hexagonal lattices and more perfect stack-
ing of van der Waals layers, may provide a situation
where VI3 mimics its hexagonal VI, counterpart. While
our results are based on diffraction and spectroscopy, we
note that layer dependent magnetism has been noted in
Crl; applying the Kerr effect. [82] Direct imaging us-
ing real-space probes would be highly desirable to con-
firm these conclusions. We emphasize that this is highly
speculative, but stacking dependent properties and phase
transitions have been proposed recently in Crly [40].

In summary, we have investigated the magnetoelastic
symmetry breaking in VI3. We observe the breaking of
the R3 at Ty ~ 80 K and a lower ferromagnetic transi-
tion at T'c ~ 50 K. While we observe a further transition
at ~ 30 K, it is not reproduceable in our samples and
also we propose it is inconsistent with group theoretical
arguments based on subgroups. Through an investiga-
tion of the dynamics, we find the structural transition
breaks the honeycomb lattice up into two interpenetrat-
ing hexagonal lattices with crystallographically distinct
orbitally active V3T sites which we refer to as a frag-
mented honeycomb.
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